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White Paper Analysis  

Architectural Challenges 

of Cluster Networks 
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Mainstream Network Topologies 
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Fat Tree Torus 

Classic with Ethernet and InfiniBand Classic in HPC and Supercomputing 
(IBM, Cray, SGI, Etc.) 

Multi-Stage Network Switching 

External to the Nodes 

Network Switching 

Embedded in NICs 

Nodes with Single-Port NICs Nodes with 

4-Port NICs 

2D Torus 

3D Torus 

Nodes with 

6-Port NICs 

Top-of-Rack Switches 

Spine Switches 
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Spine Switches Interconnect with 

Every Top-of-Rack Switch in the 

Cluster, Close and Far 

              Fat Tree Cabling           Facts    
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System Scaling Requires Cluster-

Wide Network Re-Cabling 

TOR Switches 

Spine Switches 

Server Nodes 
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Multiple Cable Types and Lengths 

Fragmentize Quantities and Increase 

Purchase Price 

              Fat Tree Cabling         CapEx    
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Multiple Cable Lengths, Regardless of 

Cluster Size 
 

Many Long-Haul, Costly Optical Cables 

TOR Switches 

Spine Switches 

Server Nodes 
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              Fat Tree Cabling         OpEx    
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Optical Cables’ Active Logic Increases 

Cluster’s Power Consumption by 

0.5W/Port, 1W/Cable 

 

Cable’s Active Logic  Reduced MTBF 

 Increased Cluster’s Maintenance 

Rate and Down Time 

 

Number of Cable Variants to be Stocked 

and Managed  
 

 

TOR Switches 

Spine Switches 

Server Nodes 
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Node Cable Failures Cut-Off their 

Respective Server Nodes from the 

Cluster, Rendering them Inoperative 
 

Fat Tree Networks Are Not 

Mission-Critical 

 
 

Cluster Scaling Imposes Total 

Cluster Shut Down for TOR-to-

Spine Switch Re-Cabling Across the 

Cluster  Extended Cluster Service 

Disruption 

              Fat Tree Cabling                Operation and Scaling    
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TOR Switches 

Spine Switches 

Server Nodes 

Re-Cabling 

TOR Switches 

Spine Switches 

Server Nodes 
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              Torus Cabling         Facts    

Network Switching Integrated 

in Each Cluster Node’s NIC 
 

Each Node Connects Directly 

to 2-6 Neighboring Nodes 

Based on Torus Topology 

8 

2D 

3D 

4-Port NICs 

6-Port NICs 
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              Torus Cabling         Facts (Cont.)    

Same Short Lenth Cables 

Serve Whole Torus Cluster 

9 

2D 

3D 

4-Port NICs 

6-Port NICs 

Each Node at Same Number of Hops 

from Any other Node like the Theoretical Model 

Theoretical 1D Cabling Model 

Practical 1D Cabling Model 

Same Configuration Applies to 2D and 3D Torus Y and Z Axis 

Incremental 

System Scaling 
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Only Short Haul, Passive (Copper) 

Cables, Regardless of Cluster Size    

and Topology (1D, 2D, 3D, Etc.) 

 

Single Cable Length Optimizes Cabling 

Quantities and Purchase Pricing 
 

              Torus Cabling                    CapEx    
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2D 

3D 

4-Port NICs 

6-Port NICs 
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No Cabling Active Logic (Just Copper 

Cables)  No Power Consumption 
 

 

No Active Logic  No Reduction of 

Cluster MTBF  No Increase in 

Cluster System’s Maintenance Nor 

Down Time 
 

 

Single Cable Length Minimizes 

Stocking and Management Costs 

              Torus Cabling                    OpEx    
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2D 

3D 

4-Port NICs 

6-Port NICs 



Copyright HyperTransport Consortium 2016 

Individual Cable Failures Do Not Isolate/Cut-

Off Server Nodes. Affected Nodes Stay 

Connected with Rest of Cluster via Alternate 

Cable Links (3x/Node in 2D, 2-5x/Node in 3D) 

and Plenty Alternate Routes: 

              Torus Cabling                             Operations    
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2D 

3D 

4-Port NICs 

6-Port NICs 

A 

B 

3x 3 Hops (Depicted) 

5x 5 Hops 

Etc. 

Torus Clusters Are Mission-Critical 



Copyright HyperTransport Consortium 2016 

Incremental, Granular System Scaling 

Involves Just Specific Nodes of 

Specific Torus Network Outer Planes   
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2D 

3D 

4-Port NICs 

6-Port NICs 

Same Configuration Applies to 2D and 3D Torus Y and Z Axis 

         Expansion Cluster Can be Built Aside 

         and then Rapidly Connected 
 

      Main Cluster Remains Fully Operational 

              Torus Cabling                                  Scaling    
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Progress with Investment Preservation  

Torus Nodes 

Sub-Clusters 

Interoperability with 

Existing Network 

Gradual Expansion 

Via Torus Network 

Clusters 

Removed 

Intrinsic Fat Tree 

Scalability 

Limitations 

TOR Switches 

Spine Switches 

Fat Tree Nodes Incremental 

Latency Performance 

Improvement 
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2D Torus-Linked 24-Port Fat Tree Switches Example 

Limitless 

Cluster Scalability 

12 Nodes per Switch 

Preserved Investment 

in TOR Switches 

Improved Latency 

Performance 

Progress with Investment Preservation (cont.)  

12 Ports of the 24-Port Ethernet switches connect to 

server nodes. The other 12 ports serve the switch-to-

switch Torus links, with 3 Ethernet Cables per link for 

adequate bandwidth 
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2D Torus-Linked 24-Port Fat Tree Switches Example 

Limitless 

Cluster Scalability 

Preserved Investment 

in TOR Switches 

Significantly Improved 

Latency Performance 

Progress with Investment Preservation (cont.)  

12 Nodes 

per Switch 

12 Ports of the 24-Port Ethernet switches connect to server nodes and/or to Torus sub-clusters. The other 

12 ports serve the switch-to-switch Torus links, with 3 Ethernet Cabes per link for adequate bandwidth 

Click Here to Learn Why 
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Torus is Target of Leading Technology Players 
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“Our goal is to provide a network that supports energy proportional 

communication. That is, the amount of energy consumed is 

proportional to the traffic intensity (offered load) in the network.” 

 

“We propose the flattened butterfly (FBFLY) topology as a 

cornerstone for energy-proportional communication in large scale 

clusters with 10,000 servers or more.” 

 

“A flattened butterfly is a multi-dimensional direct network, in many 

ways like a torus.” 

 

“A datacenter network based on the flattened butterfly topology 

results in a more power-efficient network and therefore lowers 

operational expenditures.” 

 

“The topology can take advantage of packaging locality in the 

sense that nodes which are in close physical proximity can be 

cabled with inexpensive copper cables.” 

Excerpts from Google White Paper “Energy Proportional Datacenter Networks”, 2011 

 

Major Technology Players Already Invested in Torus 
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Commercial Products Enabling Torus Networks    

High Reliability 

4 Points of Contact 

Spring Contact Pins 

Copper 

Optical 

LED Light Guide 

for Easy Link Diagnosis 

Interconnect Solution 
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3D Torus 

Shared Memory Interconnect 

In-Memory Analytics Appliance 

NumaChip™ 

Scalable, Cache Coherent, Shared Memory    

3D Torus Interconnect Controller Chip 

Commercial Products Implementing Torus Networks    

NumaConnect™ 

3D Torus Adapter 

RONNIEE Express 

3D Torus 

Interconnect Fabric 
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Cray SeaStar2+TM 

3D Torus Network 

Cray SeaStarTM 

2D Torus Network 

Cray GeminiTM 

3D Torus Network 

SGI NUMALink® 

2D Torus Network 

(2009) 

Blue Gene/P 

Peta-Scale Supercomputer 

73,728 Nodes 

Scalable to 221,184 Nodes 

Torus Networks as Backbone of Supercomputers   

http://www.ibm.com/
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Torus Topology Benefits Score Card    

Drastic CapEx Reduction 
No External Switches 

Simplified Cabling 
 

Drastic OpEx Reduction 
No External Switching Power Consumption 

 

Significant Latency Performance Improvement 
No External Switching Latency 

 

Always Up Operation - Mission-Critical 
No External Switches to Fail 

No Cable Failure Forcing Equipment Down Time 

No Down Time for System Expansion 

  

Unlimited, Highly Granular Scalability 
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All reference data in this document and all its linked sub-sections is based on published product specifications and market pricing at the time of 

this document’s release. Opinions, projections and estimates are the opinions, projections and estimates of the HyperTransport Technology 

Consortium (HTC), unless otherwise indicated. Reasonable efforts have been made to ensure the validity and accuracy of the information 

herein. The HyperTransport Technology Consortium is not liable for any error in the content of this document or the results thereof. The 

HyperTransport Technology Consortium specifically disclaims any warranty, expressed or implied, relating to the information herein and its 

accuracy, analysis, completeness or quality. The Content of this document may not be duplicated, reproduced or retransmitted in whole or in 

part without the expressed permission of the HyperTransport Technology Consortium - 1030 East El Camino Real, MS 447, Sunnyvale, 

California, 94087 
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